1. **Prove that Rock-Paper-Scissors game has a unique Nash equilibrium, which is uniform over these three actions.**

For rock-paper-scissors, we can find a Nash equilibrium through mixed strategies. A mixed strategy means that a player chooses different actions with certain probabilities. Let 𝑝 be the probability of choosing rock, 𝑞 the probability of choosing scissors, and 𝑟 the probability of choosing paper. Since each player can only choose one action, we have:

𝑝+𝑞+𝑟=1

We want to find a mixed strategy where no player is tempted to change their strategy to get a better expected outcome, regardless of the opponent's strategy. Let 𝑃, 𝑄, and 𝑅 be the probabilities that the opponent chooses rock, scissors, and paper, respectively. We can calculate the expected payoffs to find the optimal strategy.

If the player chooses rock, the expected payoff is: 𝐸𝑟𝑜𝑐𝑘=𝑃⋅1+𝑄⋅0+𝑅⋅(−1)

If the player chooses scissors, the expected payoff is: 𝐸𝑠𝑐𝑖𝑠𝑠𝑜𝑟𝑠=𝑃⋅0+𝑄⋅1+𝑅⋅(−1)

If the player chooses paper, the expected payoff is: 𝐸𝑝𝑎𝑝𝑒𝑟=𝑃⋅(−1)+𝑄⋅(−1)+𝑅⋅1

To make the player indifferent to changing their strategy, the expected payoffs for these three choices must be equal, that is: 𝐸𝑟𝑜𝑐𝑘=𝐸𝑠𝑐𝑖𝑠𝑠𝑜𝑟𝑠=𝐸𝑝𝑎𝑝𝑒𝑟

By combining the above equations, we get: 𝑃−𝑅=0 𝑄−𝑅=0 𝑃−𝑄=0

Since 𝑃+𝑄+𝑅=1, we can solve to find 𝑃=𝑄=𝑅=1/3. This means that when each player chooses rock, scissors, or paper with a probability of 1/3 at random, no player can obtain a higher expected payoff by changing their strategy, and thus this is a Nash equilibrium.

This Nash equilibrium is unique because it is the only one where all players use the same probability for each action. At this equilibrium, each player's expected payoff is zero, because in the long run, the probability of each action being chosen is the same, and the probability of each action being defeated and defeating the other is also the same."

1. **Prove that if a finite game admits a potential function then it has at least one pure equilibrium.**

* Let () be a finite game where:
* ( N ) is the set of players.
* () is the set of pure strategies for player ( i ), with () being the set of all pure strategy profiles.
* () is the payoff function for player ( i ).

Suppose there exists a potential function () such that for all players () and all strategy profiles (), if player ( i ) changes their strategy from () to ( ' ) while the others keep their strategies fixed at (), the following holds: []

The potential function () captures the incentives of the players such that any increase in the potential corresponds to an increase in the payoff for the deviating player. This implies that each player's incentive to change their strategy can be measured directly by the change in ().

Since ( S ) is finite, the potential function () has a finite range. Therefore, there exists at least one strategy profile () where ( ) attains its maximum value, say ().

Consider the strategy profile () where () is maximized. Suppose ( ) is not a Nash equilibrium. Then, there exists a player ( i ) and a deviation () such that: []

By the definition of the potential function, this inequality implies: []

However, this contradicts the assumption that () is the maximum value of (). Hence, no such deviation () exists, and ( s^ ) must be a Nash equilibrium.

1. **Please give the statement of Myerson’s Lemma and prove it.**

Myerson's Lemma is a fundamental result in auction theory and mechanism design. It provides a characterization of the expected revenue that can be obtained from an auction or mechanism. Specifically, the lemma states that the expected revenue from a truthful (incentive-compatible) mechanism is equal to the expected "virtual surplus" generated by the mechanism.

**Proof:**The expected payment () made by each bidder ( i ) can be expressed as the expected value of the product of the allocation probability and the virtual value.

We use integration by parts to transform the expectation over the payments into an expectation over the virtual values: [] where () represents the bids of all bidders except ( i ).

Substitute the virtual value () into the payment expression: []

Summing over all bidders, the expected revenue ( R ) is given by: []

Simplifying the integral term using the definition of the virtual value: [] which gives: []

1. **Please give a complete proof of the 1/-approximate mechanism of the single-minded auction.**

* Let ( N ) be the set of bidders.
* Let ( M ) be the set of items.
* Each bidder () wants a specific bundle () and has a valuation () for this bundle.
* Let () be an indicator variable that is 1 if bidder ( i ) is allocated their bundle () and 0 otherwise.

The objective is to maximize the social welfare: [].Subject to the constraint that no item is allocated more than once.

The greedy algorithm sorts bidders in non-increasing order of their valuations ().It allocates items to each bidder ( i ) in this order if the items in () have not been allocated yet.Let () be the optimal social welfare and (GREEDY) be the social welfare achieved by the greedy algorithm.

Consider any optimal solution (OPT).Let () be the set of bidders selected in ( OPT ).Define () as the first ( k ) bidders selected by the greedy algorithm.

Divide the bidders into groups of size ().Each group contains () bidders, and there are () such groups if ( n ) is the number of bidders.

Consider the group that contributes the most to the optimal social welfare (OPT).Let () be the maximum contribution of any group to (OPT).Therefore, we have: []The greedy algorithm ensures that for the first () bidders, the total valuation is at least (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEQAAAAXCAMAAACF1xnZAAAAAXNSR0IArs4c6QAAAL1QTFRFAAAAJCkvJChYJCh9JFNYJFN9JFOfJHnAUCgwUChYUCh9UFMwUFNYUFN9UHl9UHmfUHnAUJ3AUJ3gdigwdihYdlMwdlNYdlN9dnmfdnnAdp3Adr7gdr7/m1Mwm3lYm3l9m3mfm53Am76fm77Am77gm9/Am9//m9/gvXkwvXlYvXl9vZ1Yvb6fvb7Avb7gvd//vf/Avf//3p1Y3p193p2f3r593r6f3t/A3v/A3v///759/9+f/9/A///A///gIo021gAAAAF0Uk5TAEDm2GYAAAAJcEhZcwAAEnQAABJ0Ad5mH3gAAAAZdEVYdFNvZnR3YXJlAE1pY3Jvc29mdCBPZmZpY2V/7TVxAAABbElEQVQ4T+1TaVPCMBBNKoV4olQQNRxeNYIRKYK2ofn/P4vdTSt4TYMzfnNndpIeee9l3y5j//F3FVh0OOe1SyIwAvY8vGUswQ3GzrSa2vZ40L0e7PN6SiBN/TgQvMWWWut+cKP1E76vCAUHMOYCUYzAJ9tz9ImPCvgvKzBQvyxB4C3s/UHUO1keNX4JQieLQDx3HaaCeAsleeQqUh4hEPvAHbRnTb6CkK3HzhFvkM/XaYK1pameIKWZQLtZ2I0LVrUIfv/e4i1BoGFdw88FXqxw5wOI7XNpRCBNO8DuWbZ5cADlNyKc2r7rEECpdfW67ddulYWdxeroIlW181QBTx6dpEZIZodvkRzdD4v60QAewsz9oAR4GpD11PaAQcF0mD3iV6TMM/JIggDI05hWltGwssQtfpFhKwM5rbsxKUPVHSfIL5DR5esVKLGjdmsRz+7OniP5QuPhE1hPzAz8YGMeTsYw+iqcwOCjDSurKC4X70Q9eAAAAABJRU5ErkJggg==)).

1. **Please give a complete proof of Arrow’s Impossibility Theorem. (See 7a.arrow.pdf).**

**Proof of Arrow’s Impossibility Theorem**

* Let () be the set of individuals.
* Let () be the set of alternatives.
* Each individual ( i ) has a preference order (), which is a complete, transitive ordering of ( A ).

A social welfare function ( F ) maps the set of individual preferences () to a single collective preference order ( P ).

Assume that there is no single individual ( i ) whose preferences always dictate the social preference order.

If every individual prefers alternative ( a ) to alternative ( b ) (i.e., ( a P\_i b ) for all ( i )), then the social preference should reflect ( a ) being preferred to ( b ) (i.e., ( a P b )).

The social preference between any two alternatives ( a ) and ( b ) should depend only on the individual preferences between ( a ) and ( b ), not on preferences involving other alternatives.

**Proof by Contradiction**

Assume that there exists a social welfare function ( F ) that satisfies all three conditions.

Consider three alternatives ( a, b, ) and ( c ).

Suppose we have a situation where the preference profiles of individuals are as follows:

[

]

According to Pareto efficiency, if all individuals prefer ( a ) to ( c ), then the social preference should also prefer ( a ) to ( c ).

By the IIA criterion, the preference between ( a ) and ( b ) should be independent of ( c ).

Consider the possible collective preference orders. Because of Pareto efficiency and the given individual preferences, we must have:

( a P b )

( b P c )

( c P a )

This forms a cycle: ( a P b ), ( b P c ), ( c P a ).

The cycle ( a P b ), ( b P c ), ( c P a ) violates the transitivity requirement of preference order, where transitivity means if ( a ) is preferred to ( b ), and ( b ) is preferred to ( c ), then ( a ) must be preferred to ( c ).

1. **Prove the correctness of the LMM Algorithm. (See NE.pdf).**

* Let (x,y) be any NE of our instance.

Take K i.i.d. samples (actions) () from the distribution x.

Let be the “empirical” strategy which plays uniformly at random. Similarly with .

We will show, when k is large enough, below could happen:

If so, we have

We focus on a bad case that for fixed i.

By Chernoff bound, we have (by setting )

.

By the union bound, we have 2n bad cases, so the probability that any of the bad cases happens is at most 4n exp()

For , the probability above is less than 1

1. **(Optional) Prove the correctness of Lemke-Howson algorithm. (See LH-algo.pdf).**

First, note that the label set of (0, 0) and any Nash equilibrium is exactly M ∪ N, so (0, 0) and all Nash equilibrium points are in Uk for any k. Furthermore, let v = (v1, v2) be (0, 0) or any Nash equilibrium point. Without loss of generality, suppose k ∈ L(v1), where v1 is a corner point of the polytope P. Among all edges in G1 that v1 is incident to, there is only one direction leading to a vertex v 0 1 without label k (i.e. loosing the binding constraint corresponding to label k). It is easy to see that (v 0 1 , v2) ∈ Uk, therefore there is only one neighbor of v in Uk. For part (2), let v = (v1, v2) be any other point in Uk. Then there must be a duplicated label in L(v1) and L(v2), denoted by l. Similarly to (2), there is exactly one direction of v1’s edges in P to drop the label l, and the new vertex v 0 1 has all labels v1 has except l, so (v 0 1 , v2) ∈ Uk. It is symmetric for v2. Hence there are two neighbors of v in Uk. In other words, in a non-degenerate bimatrix game (A, B) the set of k-almost completely labeled vertices in G and their induced edges consist of disjoint paths and cycles. The endpoints of the paths are the artificial equilibrium (0,0) and the equilibria of the game.